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Abstract

Intensive pig production is a main source of pollution. Combined with the air purification system, partial pit ventilation (PPV) system has proved success on improving indoor air quality and efficiently emission reduction in several cases in Danish pig buildings. However, it is noticed that application and performance of a system with PPV is flow pattern dependent. In this paper, Computational Fluid Dynamics (CFD) method was applied to study the airflow characteristic in a Danish fattening pig room with a PPV system to assess and optimize the performance of PPV. We firstly evaluate the feasibility of RANS model for simulating a full scale climate chamber of pig house with a PPV system. By comparing the numerical results with data from the chamber experiment, the RNG k-ε was found to be the best among the investigated RANS models. 
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1. Introduction
Intensive pig farms which are usually confined are popular in Denmark. Nevertheless, these farms also face great pressure due to environmental issues caused by pig production. The airborne pollutants emitted from pig buildings can lead to poor indoor air quality and cause negative impact to neighboring atmosphere and aquatic environment. 

In confined pig buildings, ventilation is the primary approach used to control the indoor climate. The release and transport of airborne pollutants was highly affected by air motion inside the building (Morsing et al., 2008). Thus, effective and practical methods to control the airflow for reduction of gaseous emissions from pig buildings are highly desired. To improve the control efficiency, a partial pit ventilation (PPV) system which applying an extra pit exhaust near the pollutants source zone has been developed. High concentrated airborne pollutants from slurry pit can be extracted directly via pit air exhaust before moving up to the room space through slatted floor openings (Zong et al., 2014).

Information on the airflow characteristics and contaminants distribution in pig house is useful for better understanding the fundamental knowledge for further application. However, detailed measurements both in laboratory and field conditions are very expensive and often difficult. As an alternative and reliable approach, Computational Fluid Dynamics (CFD) has been comprehensively used to predict airflow and dispersion across wide research areas (Norton et al., 2007, Lee et al., 2013). Meanwhile, CFD needs to be evaluated before being used as a practical engineering tool for predictions. The selection of a turbulence model greatly influences the prediction accuracy of airflow and dispersion in buildings because it strongly affects the reproduction of the flow structure in buildings (Liu et al., 2013). Various turbulence models have been applied to develop proper and accurate modelling techniques for the flow and dispersion. Steady RANS (Reynolds-average Navier-Stokes) equations have been widely used for airflow and dispersion modelling in many applied researches referring to actual buildings. 

Up until now, only a few studies on modelling slatted floor in agricultural buildings are available in the literature.  Due to the involvement of slatted floor and pit exhaust, the flow becomes complicated. CFD simulation has been performed to evaluate the efficiency of a partial pit ventilation system to reduce ammonia emission in pig units with animals and slatted floor (Bjerg et al., 2008a). In the work of Bjerg et al. (2008a,b), the slatted floor was modelled as porous media. However, this work lacked of validation with measurements and modelling slatted floor as slatted floor needs assessment. Wu et al. (2012) applied different RANS models to assess a partial pit ventilation system to reduce emission under slatted floor in a 1:2 pit model of a cattle building in which the slatted floor was simulated in geometrical details. RMS (Reynolds Stress Models) was found to be the most suitable turbulence model to predict the removal capability of a PPV system to reduce emission under slatted floor.

This study focuses on the comparison of results from the climate chamber of pig building model and the corresponding CFD predictions. The objective is to evaluate the performance of steady RANS turbulence models on the airflow and dispersion predictions in a climate chamber of pig building with a partial pit ventilation system. 
2. Materials and Methods 

2.1. Climate chamber experiment
2.1.1. Experimental chamber of pig house
An experimental ventilation chamber with internal dimensions of 4.47 m × 1.17 m × 2.89 m (L × W × H) was built as a sub-section of a fattening pig house which corresponded to a full scale pig pen with half width  (Fig.1). The front panel of the chamber was made of transparent glass, and the back and side panels were made of plywood which were painted in dark color for facilitating velocity measurements and visualization of airflow patterns with illuminated smoke (Fig. 1). The chamber was divided into two spaces by floor. The room space was above the floor with a height of 2.375m. The pit headspace under the floor was 0.515 m in height. Fully slatted floor was a traditional type floor commonly applied in Danish pig production, which was equipped in the chamber in this study. The slatted floor had a thickness of 0.078 m and the opening ratio of floor was 0.19. 
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Figure 1. The schematic diagram of experimental chamber and sampling positions, all dimensions are in mm.

2.1.2. Ventilation systems
The experimental chamber was equipped with a negative pressure ventilation system, which was commonly applied in pig production housing in Denmark. Airflow inside the chamber was driven by a partial pit exhaust and a sidewall room exhaust (Fig. 1). Room exhaust was a sealed iron pipe outlet with a diameter of 200 mm installed on the left sidewall, which was the major air outlet. The pipe was connected via a flexible duct to a channel fan (Lindab type VBU 200B, Denmark) discharging the air to outer space. Pit air was extracted by another type of fan (Lindab type VBU 100B, Denmark) via a 110 mm-diameter pipe outlet installed in the left wall just beneath the floor. Fresh air was injected into the chamber via wall jet air inlet (Fig. 1). The wall jets were placed 1.62 m above the floor, and in the symmetrical plan of the pig pen. The opening of wall jet air inlet was regulated by changing the adjustable flap. To ensure the inlet air speed strong enough to reach the animal occupied zone (AOZ), the pressure difference (ΔP) between inside and outside of the chamber is kept approximately at 10 Pa. The angle for the flap to the horizontal plain was kept at 45 degree in the experiment. The designed capacity of ventilation rate (VR_c) was 800 m3 h-1. The pit ventilation rate (VR_p) was set as 10% of VR_c, while the room ventilation rate (VR_r) was set at 50% of the VR_c during the experiment.
2.1.3. Measurements
Measurements were carried out under isothermal conditions (Fig. 1). Table 1 demonstrates the airflow characteristics and settings for air inlets.
Lindab FMU/FMDRU 200-160 and FMU/FMDRU 100-80 orifice flow meters (Denmark) together with TSI pressure probe (Model 9596, TSI, USA) were used to measure the room and pit ventilation airflow rate, respectively. The accuracy of the flow measuring method is 5-10% depending on the distance to the flow disturbance. The ventilation flows in the duct was determined using the equations:
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where VR is ventilation rate, m3 h-1; ΔP is pressure difference between upstream and downstream side of the orifice, Pa. 
A two-dimensional Laser Doppler Anemometer (LDA) (DANTEC, Skovlunde, Denmark) was used to measure air velocity at the sampling positions along three sampling lines L1:L3 (Fig. 1), which were in a plane 280 mm to the front glass wall. Each point was measured 10 min. 
Airflow patterns were observed using smoke from a smoke machine (Z-series II, Antari Ltd., Taiwan) and a laser sheet, which could provide a visualization of the path of airstreams.
N2O was used as a tracer gas in this study. A constant N2O flux of 100 ml min-1 was supplied uniformly into the mixing chamber below the pit space (Fig. 1), and emitted through a wooden plate with 150 holes with diameter of 5-mm and two-layer diffusion porous sheets into the pit space under the floor (Fig. 1). Four reference sampling points in the mixing chamber along the length of chamber were used to monitor the uniformity of N2O concentration in the mixing chamber. The N2O concentration was measured by INNOVA multi-gas Monitor (type 1312, Denmark) and a multiplexer (type 1309, Denmark).  The sampling locations are points A:F in the animal occupied zone (AOZ) 200 mm above the floor surface and in the pit headspace 278 mm under the floor surface (Fig. 1). The sampling duration for each N2O measurement was 40 s, followed by 20 s flushing time to replace the air in the measuring chamber of the Monitor before a new measurement started. 
Table 1. Airflow characteristics in the air inlet of the climate chamber.
	Total ventilation rate, m3 h-1
	VRr/VRc  a, 

%
	ACH b
	Wall-jet inlet

	
	
	
	Inlet air velocity, m s-1
	Inlet Re
	J c
	ΔP, Pa

	480
	50
	31.9
	2.83
	27177
	0.0026
	9.5

	a VRr/VRc is the ratio of room ventilation rate to the designed capacity of ventilation rate, which is 800 m3 h-1 in this study.
b Air exchange rate.
c Jet momentum number as proposed by Barber and Ogilvie (1982).


2.2. Computational modelling descriptions
2.2.1. Geometry and grid convergence
In the simulation, the size of the geometry was based on the dimension of the experimental chamber, as shown in Fig. 1. The envelope of the chamber was specified without thickness. X, Y, Z coordinates was aligned with the length, height and width of the chamber, respectively.

The computational domain was discredited by structured hexahedral cells for this case. Grid independence was analysed by using high density grids (total elements: 2 930 138; total nodes: 2 803 260), normal density grids (total elements: 1 261 689; total nodes: 1 190 952) and low density grids (total elements: 590 188; total nodes: 550 960).

As for the normal grid, the size of the control volumes placed close to the walls and wall jet openings was 0.01 m and close to the floor slot openings was 0.006 m. The stretching factor of 1.1 of each edge of the geometry was adapted. 
2.2.2. Turbulence models and numerical methods
Commercial CFD software Fluent 15.0 (ANSYS Inc., US) was used for the calculations based on finite volume method. 

Standard k-ε (SKE), renormalization group k-ε (RNG), realizable k-ε (RKE), standard k-ω (SKW) and shear stress transport k-ω (SST-KW) turbulence models were selected in this work. The performance of predicting airflow and dispersion on the basis of these turbulence models were assessed. More information about the turbulence models can be found in the related references. The model constants used in this study are listed in Table 2.

The second order upwind spatial discretization scheme was employed for momentum, turbulent kinetic energy and turbulent dissipation rate. Standard and SIMPLE methods were employed for pressure and pressure-velocity coupling, respectively.
Table 2. Model constants for the turbulence modes.
	Model
	Model constants *
	

	SKE
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2.2.3. Dispersion modelling
Nitrous oxide (N2O) was chosen as the pollutant same with the experiment. The convection-diffusion approach was used for the pollutant dispersion which was simulated by the scalar transport equation. The transport equation for N2O is written as (Baik and Kim, 1999):
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where 
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2.2.4. Boundary conditions
The boundary conditions defined in this study are shown in Fig. 2. In order to obtain better agreement between experimental and numerical results, boundary conditions adopted in current simulations were almost the same as those in the experimental ventilation chamber. 

Since the chamber was driven by the two exhaust fans on the sidewall (Fig.1), the real exhaust openings were treated as velocity inlets in the simulation. The measured room and pit ventilation rates via exhausts were converted to velocities and were used as the input values for the velocity inlets, which were facing opposite with x-direction. On the other hand, the real inlet of the chamber was defined as pressure outlet. The bottom surface of the pit headspace was specified as non-slip wall and appointed as an emission surface. The tracer gas was treated as a scalar quantity in the simulation and 1 kg s-1 m-2 was set as the scalar generation rate on the emission surface. No scalar distribution was assumed to the whole domain as initial condition. Other surfaces were considered as non-slip walls.
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Figure 2. Layout of computational domain and boundary conditions.
3. Results and discussion
3.1. Velocity profiles
The velocities with horizontal and vertical components were measured on the three parallel lines (L1:L3) in the chamber (Fig. 1) following corresponding simulations afterwards. Figure 3 shows the horizontal and vertical air velocities at different heights on the three lines in the chamber obtained by experimental measurements and those calculated using different RANS turbulence models. 

In the experimental measurements, the variation trend of horizontal velocities along the three lines was generally similar with high speed airflow moving right near the top-ceiling and relatively low speed return flow to left near floor region (Fig. 3). This feature for horizontal air velocity was typical for a pig room with sidewall jet inlet (Zhang and Strom, 1999). Before reaching AOZ, the supplied air was mixed and warmed up with upper room air. The horizontal velocities in the pit headspace under floor were much lower compared with those in the room space above the floor, and they moved towards right direction along all the three measured lines. Vertical velocities were upward along L1 and L2 and downward along L3. It also means that air entered the pit space from right side of chamber, and exited the pit from middle and left part of the floor. This is consistent with previous study regarding side-wall ventilation in pig housing (Ye et al., 2009).

Through the comparisons between experimental and simulation results, it can be seen that the overall velocity profiles both on horizontal and vertical directions were revealed by numerical results (Fig. 3). On the line L1, the predicted results are generally acceptable in comparison with experimental data. However, in the upper part of the chamber, both the horizontal and vertical velocity values were overestimated by all the RANS simulations compared with the experimental data. On the line L3, the discrepancies of vertical velocity values between simulation and measurement were relatively larger in comparison with those on other lines. The SST-KW model was in better agreement with the measurements, while noticeable discrepancies still exist in some particular regions.

The quantified discrepancies between the simulated and the measured values were analysed using relative prediction errors defined in Eq. (4):
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where vm and vs represent measured and simulated values, respectively. 

Table 3 lists the relative error values between simulated and measured results at different measurement locations on line L1, L2 and L3, respectively. For horizontal velocity values, better agreements between experimental measurements and simulations using all the investigated turbulence models were observed on L2, while relatively larger discrepancies occurred on L1 (Table 3a). The turbulence models of RNG and SKW predicted horizontal velocities in closer agreement with the experimental results compared with other turbulence models. On the other hand for vertical velocity values, better agreements between experimental measurements and simulations using all the investigated turbulence models were observed on L1 and L3, while relatively larger discrepancies occurred on L2 (Table 3b). The turbulence models of RNG overall predicted vertical velocities in best agreement with the experimental results among all turbulence models.
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Figure 3. Comparison of horizontal (left) and vertical (right) velocities profiles between CFD results and experimental measurements along three measuring lines: (a) L1; (b) L2; and (c) L3.
3.2. Concentration profiles
The mean concentrations of N2O were measured at six sampling locations (A:F) both above and below the slatted floor (Fig. 1) and were calculated using different turbulence models in CFD. 

Experimental measurements showed that higher N2O concentrations were observed in the pit headspace than in room air (Fig. 4). The N2O concentration levels along the floor length both above and under the slatted floor decrease with the distance from the left sidewall. Much higher concentrations were at location A and B near the left sidewall than other measuring locations.

The predicted normalized concentration profiles along the length of chamber were compared with measurement results (Fig. 4). Two cases were selected for comparisons, with the concentration profiles in the AOZ above the floor and in the pit headspace under the floor. In general, the basic concentration features were revealed by the simulation results. In the AOZ, all the prediction results of the concentration at location C to F showed acceptable agreement with the experimental data, while large discrepancies between prediction and measured results were found at location A and B. In the pit headspace, all the prediction results were underestimated the concentration at location A and B compared with experiments. 

Table 3. Relative prediction errors of U between numerical results with experimental measurements
	
	SKE
	
	RNG
	
	RKE
	
	SKW
	
	SSTKW

	Mean
	L1
	L2
	L3
	
	L1
	L2
	L3
	
	L1
	L2
	L3
	
	L1
	L2
	L3
	
	L1
	L2
	L3

	U-component

	Each line
	3.45
	0.26
	1.16
	
	2.40
	0.28
	0.60
	
	4.32
	0.3
	0.95
	
	1.59
	0.23
	1.43
	
	2.73
	0.15
	0.99

	Three lines
	1.62
	
	1.09
	
	1.87
	
	1.08
	
	1.29

	V-component

	Each line
	0.37
	1.68
	0.58
	
	0.63
	0.37
	0.64
	
	0.22
	1.5
	0.49
	
	0.79
	1.13
	0.47
	
	0.72
	1.63
	0.67

	Three lines
	0.88
	
	0.55
	
	0.75
	
	0.80
	
	1.01


With regards to different turbulence models, the quantified discrepancies of the concentrations between simulated and measured results were also analyzed using relative prediction error calculated by Eq. (4), and summarized in Table 4. For concentrations in the AOZ, all the turbulence models got general similar mean prediction errors of approximately 0.5 to 0.7, with the SST-KW predicting concentration values in best agreement with experimental results. For concentrations in the pit headspace, the RNG predicted concentration values in best agreement with experimental results among all the investigated turbulence models.
Table 4a. Relative prediction errors of concentrations in the animal occupied zone (AOZ) between numerical results with experimental measurements
	Measuring point
	SKE
	
	 RNG
	
	RKE
	
	SKW
	
	SST-KW

	
	
	
	
	
	
	
	
	
	

	Ap
	0.223
	
	0.661
	
	0.252
	
	0.007
	
	0.487

	Bp
	1.365
	
	1.350
	
	1.116
	
	2.426
	
	0.354

	Cp
	1.198
	
	0.250
	
	0.998
	
	0.292
	
	0.486

	Dp
	0.357
	
	0.662
	
	0.461
	
	0.440
	
	0.490

	Ep
	0.352
	
	0.665
	
	0.436
	
	0.432
	
	0.484

	Fp
	0.355
	
	0.664
	
	0.438
	
	0.398
	
	0.480

	Means
	0.641
	
	0.709
	
	0.617
	
	0.666
	
	0.463


Table 4b. Relative prediction errors of concentrations in the pit headspace between numerical results with experimental measurements
	Measuring point
	SKE
	
	 RNG
	
	RKE
	
	SKW
	
	SST-KW

	
	
	
	
	
	
	
	
	
	

	Aa
	0.204
	
	0.029
	
	0.110
	
	0.124
	
	0.606

	Ba
	0.363
	
	0.178
	
	0.193
	
	0.023
	
	0.854

	Ca
	1.300
	
	0.042
	
	0.099
	
	1.421
	
	0.663

	Da
	1.874
	
	0.271
	
	2.024
	
	2.022
	
	0.863

	Ea
	0.056
	
	0.454
	
	0.414
	
	0.269
	
	0.905

	Fa
	1.767
	
	0.323
	
	0.541
	
	3.203
	
	0.466

	Means
	0.927
	
	0.216
	
	0.563
	
	1.177
	
	0.726


3.3. Further discussion
Benefiting from the advantages of CFD techniques, the detailed airflow dispersion routes under different circumstances can be illustrated. As discussed above, regarding airflow and dispersion predictions, the best agreement was achieved by RNG among the five investigated turbulence models. Figure 5 shows the airflow patterns, mean air velocity magnitude and mass fraction of N2O inside the experimental chamber calculated by RNG turbulence model. 

As shown in Figure 5, a big return flow can be seen in the chamber. The supplied air from wall-jet on the left sidewall traveled attaching the top-ceiling and continued down the right sidewall. On reaching the slatted floor, the airflow generally split into two: a primary airflow returning above the floor and another penetrating into the pit headspace below the slatted floor. This phenomenon is consistent with a previous study with only room exhaust unit (Ye et al., 2009). Air with high velocity was observed in the upper part of chamber after injecting through the wall jet inlet. High concentration N2O was kept under the slatted floor and accumulated on the left side of chamber. 

The performance of the numerical approaches has been evaluated by the validation efforts made above, through the comparative exercises provided during this study. As for the target experimental chamber of pig house with a partial pit ventilation system, it requires very fine grid discretization to analyze such flow fields with high precision. Numerical prediction of velocity and N2O concentration values provided by the RNG k-ε models was reasonably accurate comparing with experimental data. The numerical simulations basically illustrate the airflow and dispersion characteristics.
	a
	b

	[image: image53.png]Normalized concentration

0.6
0.5
0.4
0.3
0.2
0.1
0.0

Aa Ba Ca Da Ea Fa
Concentration measuring point

BExp.
oSKE
ARNG
XRKE
+SKW
OSSTKW




	[image: image54.png]WExp
OSKE
ARNG
XRKE
+SKW

OSSTKW

Concentration mesuring point






Fig. 6. 4 - Comparison of normalized concentrations between CFD results with different turbulence models and experimental results: (a) in the animal occupied zone above floor and (b) in the pit headspace under the floor.
	[image: image55.jpg]Airflow pattern
| Emmms-aammes |

02040605 1 12141616 2 22242628 5 52

Distance to floor surface, m

;

15 2 25
Distance to left sidewall, m

°




[image: image56.jpg]g
&
1
&
T
s
H
=
s
3
=
£
@
1
£
=
2
2
a

T

HEEEEEEEEES EEEEE EEEmE u

Mean air velocity magnitude

02040605 1 12141616 2 22242628 5 52

0

0.5 1 1.5 2 25 3 35
Distance to left sidewall, m

4

45




[image: image57.jpg]&
1
&
=
s
Z
=
]
S
=
2
8
@
g
£
=
g
=2
[=]

25

e
0

Mass fraction of N2O inside chamber

Q05 01 015 02 025 03 035 04 045 05 OS5 06 065 07 075 0 OS5 05 055

5 2 25
Distance to left sidewall, m







Fig. 6. 5 - Airflow pattern, velocity magnitude and N2O mass fraction in the experimental chamber predicted by RNG k-ε turbulence model.
4. Conclusions

In this paper, the performance of the SKE, RNG, RKE, SKW and SST-KW turbulence models was examined for simulating the air velocity and concentration  values in an experimental ventilation chamber of pig house with a partial pit ventilation (PPV) system. Through comparisons between experiments and simulations, the overall air velocities both on horizontal and vertical directions and concentration profile along the length of chamber can be revealed by numerical results. Among the five investigated RANS turbulence models the RNG k-ε was found to be the best in predicting airflow and dispersion in a pig model with PPV system. 
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